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Abstract

Lindstron-Madden type approximations to the lover

confidence limit on the reliability of a series system

are theoretically justified by extending and simplify-

ing the results of Sudakov (1973). Applications are

made to Johns (1976) and Winterbottom (1974).

Numerical examples are presented.
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1. Introduction and Summary

A problem of fundamental interest to practitioners In

reliability Is the statistical estimation of the reliability of a

system using experimental date collected on subsystems. In this

paper. the subsystem data available consists of a sequence of

Bernoulli trials in which a "one" is recorded if the subsystem

functions &no a zero is recorded if the subsystem fails. Thus

for each of .the k subsystems composing the system, the data pro-

vided consists of the pair (n,.Ti). i1.2 .... k. where T is

binomially distributed (n 1 ,P1 ). We assume that TY2,...**Yk are

mutually independent random variables.

The magnitude of interest In this problem is easily evidenced

by the extensive literature devoted to It. In this regard, see

the survey paper by Harris (1977) and Section 10.4 of the book by

Mann. Schafer, and Singpurvslla (1974). in addition, the Defense

Advanced Research Projects Agency has recently issued a Handbook

for the Calculation of Lower Statistical Confidence Bounds on

System Xeliabillty (1980).

Historically, the first significant work on this problem was

produced by Buehler (1957). However. Buehler's method as des-

cribed in that paper is difficult to implement computationally

when k>2.

We proceed by describing buehler's method in Section 2. Is

Section 3 we specialize to series systems, that is. a system which

falls whenever at least one subsystem falls. Sudskov's (1974)

results are extended in Section 4 and employed to exhibit some

optimality properties of the Llndatrom-ladden method (see Lloyd

to C-
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ar.4 Llpow (1962)) for constructing lower confidence bounds for

the reliability of series systems of stotbastically indepeadeat

subsystems. Some numerical examples are given in Sectiom 5 ead

the results needed for this Senerelisatlon of Sudakov's Theorem

are provided in the Appendix to this paper.

2. Buehler's Nethod for Lower Confidence Bounds

A sysctem composed of k independent subsystems is slaid to be

a .oherent &ystem (with respect to the specitied decomposition

inzo subsystems). if the system falls when all subsystems fail

and the uystem functiont when all subsystems function; and replac-

In; a defective subsysten by a functioning subsystem can uot

cause a functioning system to fail. Coherent systems are des-

cribed in Birnbaum. Esary and Saunders (1961) end Barlov and

!1i chan (1975).

To any system one can associate a function, h() -

L ' i'p2.pk O i-il. . k. wheze h(j) is the relisbil-

Lty of the system when p, is the probability that the ith

uL.ystem functions. It Is well-known that If the system is

ca e st,

0 4 h(G) ! 1

h(O,...,O) - 0. h(l. ) - 1

Lad h(pl...,Pk) is non-decreasing in each variable.

For coherent systems. Buehler's method may be described as

follows: The observed outcome (y1 .. .yk) can assume any of
k

- fl (nt+l) values, since y, " 0.1.ni. For convenience.
i-I

ud denote n -yi by x. i1.2.....k.



A partition (AIVA 2,..oAa). a>l. of the N possible outcomes

ts said to bq a monotonic pattition, that Is. Al<A 2 ... <As If

(0,G...0) £ Al. (nln..-.nk) C A and if il - (XII.... k

2 (x2.!'*°x2k) with x i f210 1-1.2, .... k, then i £ AI

implies K2 L.A3. J 1.

Let
k kalu-t x e)Y iY

- i-i) - J I Ipiiq, - in pq

and for 1 - n < a-I, let

an - infh(p) J. fCA; ) - '4 (2.2)

and a 0.

Each such partition may be identified with a function defined on

the set o! sample outcomes by defining the ordering function

g( ). where

s(i) - n if x £ An * l~n'n ; (2.3)

obviously g(i) inherits the monotonicity properties of the

partition.

Subsequoutly It will be convenient to use ordering functions

g(s) auct that the racge of S(;) will be a finite set oi real

numbers, r 1 r2< ...<r5 . With no loss of generality, we can identify

the sets AI by defining A, - {il,(i) - ri), 1-1.2. . We can

ncw establish the following theorems.

Theorem 2.1. Let i be distributed by (2.1). Then asq) Is a

(I-a) lower confidence bound for h(j). if b (j) is also a (l-4)

lower confidence bound for h(j). then bi i. 1<1<s.

Proof: Fix A and let n(j) be the smallest integer such that
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Pi () A

and

Let

-1. U 1 A

Theu D g() is a 1-a confidence set for p. since

Pi{ C D j)} - P I{$(b) ! UG)}I ! 1-in (2.7)

Thi. establishes the first part of the conclusion. Further. since

h(p) is continuous and O
< 
p<l. the nfirum In (2.2) is attained.

Now assume that 11 Is the smallest index such that b I>Al

l<ti<s-l. Then. for some p * p

b isf 1h(W~ (;)- h(q )
b£1 cxiAi.1<1 I

and

[ (; 1) > a . h(j ) < bil
xi CA±.i<i1

Thurefore

p 51b(Gl < b f(b; ) >

a contradiction.

Fr.k. Let da - sup l-h(p) j~ i~p a<~ -c} Then aIsa
1" 1 Cx.A1 . I<n

(1-.) upper confidence bound for l-h(j). the unrsliablllty.

Let A - {icEi Oe <I 1. 2. and let S(i) be conti -

uous on 1 (the closure of A) and strictly Increasing In each



variable for iLA. g(i) is to be regarded as an ordering function

as described Immediately preceding Theorem 2.1. We require the

following additional property of S(i).

Fix o CA. Let g(;t) < g(aO.....O) - g. Then

g(Y 1 .0....O) - g(io) has a unique solution in y,* Proceeding

recursively, let i, < y, and define Y2 " Y2(l
) 

as the solution

of g(;o) - g('i1 y 2 0....0). For each l<Jfk and IJ_ 1 f yJ-< *

i- 2 f yj-2..i 1 1 Y1 . let yj - yj(il.i 2 " . lJ-1 ) be the

solution of

&(;o
) 

- 2(1l12..I,...,O 2.' (2.8)

We require that the equations indicated In (2.8) have

unique solutions for each yj.

Then define

ll 'Y21 [Yk]

F(i0 ;) - I ... I f(ip) . (2.9)
11.0 1 2'0 1 k-0

where, for J>1. yj - yj('1" 2 ..... _l). Let

f*(g ;*) b sup FO ;) <l . (2.10)

Then we have

Theorem2.2. If i o satisfies inf f (go;a) - 0. Osup f (z.;a) - 1
O:aCl 0< al

and f (Xo;a) Is a strictly Increasing function of a, and it

it c A where g(i) determines (AI.A2 ... As). and If

then we have

f (*io;b) - cm



Proof: &ince the infimum in (2.11) is attained. there is a
,uch that b - h(j o ) and F( o;j o ) - *. Then f (co.b) I a. It

r ( ob) > a. there exists p . with a - h(?a). ) <b And

S(c 0;a) - a contradicting (2.11).

Obviously. the above discussion can easily be modified to

btaln upper confidence bounds on the unreliability l-h(j) by

repiacing £nf by sup in (2.11) and requiring that f (so;a) be a

atrictly decreasing function of a, Oa.<4.

3. Applications to Series Systems

k

For a series system h(;) - U P.. Further. throughout this
i-i

-,ctlon we assume that g(i) satisfies Che conditions necessary to

inuure that the solutions for yl'...,yk Indicated in (2.8) are

unique. Then we have the following theorem.

k
Tarrw 3.1. If h(p) - 11 pi. then nf f*(,;a) - 0.

i 0<- 0

bup f (io*a) - 1 and f*(i;n) is strictly Increasing in a.,
O<a<2.
hane (X1.' 'ok) satisfies X n * J-l2,... 'k.

Proof. Since h(j) - 1 if and only if p , 1 il.a.k it

follows fro (2.1) that

i. sup F(i 6;) 1 1

a-el h(P)'-a0

Si ilarly. h(p) - 0 If and only If et leest one p, - 0.

! ,...k. Since F(rc;~ Plini -a l-Fzfx:,n 4  l-ql1
we have

lim sup y(i o;) " 0

aoO h(is)a

To show that fi c;&) is strictly laccossing In a. consider



Oa<<b<l and l e a - (p as'Pak) satisfy f*(i;a) - F(i ;D ).

Similarly. let jb satisfy f*(soab) - F(io;jb). Let

I I {I.i 2 ..... r be any non-empty set of indices such that

(bu/r . I and let le be the remaining indices. Them

R'ja

b 1/rb(3 1pac UPa ( j ) 1 Cz Pa tj 3 l

From the monotone likelihood ratio property of the binomial

distribution.

F(rto;g ) < (o~*

where the components of p are given by (3.1). Them

F(xo;p*) ' atur W(iz ) - ,(;o;' b ) - f*(No;b)
h(p)-b

4. Sudkov'a Method

Let

l(rs) - (1) J0  t

Then if y is an integer. y<n. WO have

I () pn-iqi . I (m-y.y+l)

i-O P

For O<y<n, real. define u(aoy.a) by a m u(m-y y+l)

Thus, for integer valuea of y. u(n.y.a) is a 100(1-a) percent

lower confidence limit for p. Sudakov (1973) showed that for
k

* n2...nu end g(x) - B (ni..zi .

n1<n2 f f -k i-)

Uul.y1 ,a) < b < u(m1 .1y13.a)



k
ry nlq o. q. - I - I ((a - / .

U(nv~yl, ) is called the Lindstrom-Madden method for determining

lower cotidenc. limits for the reliability of series systems

(sue Lloyd and Lipow (1962)).

Lipow and Riley (1959) used a different ordering function;

n.vortheless they noted that for "msll i. their tabulated

VAlues provided good agreement with the results using the

Lindstrow-Haddin method. For large values of a. the tabulated

values that the provided are based on the Llndstrom-Hadden

=ethod. iere we provide a further justification for the

Lindstrom-Madden method by establishing that it provides conserve-

tive lover confidence limits (i.e. is a lover bound to b dofined

-a (2.9)) using the ordering function S(i) employed by Sudakov

a:nd wt also obtain an upper oound for b. thus determining the

po;.ibla error of the Lindstrom-Madden method.

Sudakov's proof is unnecessarily complicated and contans

.ioaa incorrect assertions, which nevertheless ds not affect the

validity of the conclusion. In the Appendix we provide a simpler

preof of some auxiliary results needed for the generalization of

Sudakov's theorem given below.

Theorem 4.1. Let gS() satisfy the hypothesis of Theorem 3.1.

';hen,

b4 mm u(e 1 .(y;),a) . (4.1)

where b is given by (2.11) and ya - yi(Jl, 2,..$i-l) is evaluated

at j'O, £-l.1,...,i 1. Note that Y, - y 1 . If so also have



>I

nj-I - nJ+
1

tLcn

u~lla) b .(4.3)

Proof: (4.1) 16 immediate from (2.11) upon setting p .1. J0j and

solving ; -- -) a. Recall that al ! n2  a k

.iad

yo;)- I b~mniZ;pi.m l)

110

1 0 bL -o k( k-i,"k+ (-)
k-1

Now. apply Lemmas Al. A2, and A3 to the innermost sum in (4.4). to get

li -o

lyk- 1

II'0b(n k-l-1 k-l;p k-l.,kI)Ipk (a k-Ydk_Ykl-k'

I

p p ~(fkl-~Yk~1.yk~1+l)-

( ;) l ; k (a -y k.y1*1) . (4.5)

II 1

. olo

(4.3) follows immediately from (4.5). completing the proof.



_e=."tk If (4.3) holds and yj Is an integer. then b -

It hb. often been suggested (Lloyd and LUpov (1962).

WinLerbottoz (1974). Bolshev and Locinov(1966). Hirnly and

Solov'yuv (1964)) that the confidence level should depend only o

1 the &mallest snple size. We nov provide a aunrial illus-

crtton to show that the bound tn (4.1) nay be Improved by taking

all the a~e I onto consideration.

SLet k-3. a-.1. "(10.12.30). ;a - (0.3.0). Thou for

- 1 (n-), f (l,(ylloa) - .541, '(u 2.(y 2)is) - .525,

t(o Y'31:a) - .639. The use of (4.3) establishes .500 < b 4 .525.

Note that If - n I for some 1. l<1kh. chen g(Ei) - 0 and

L-0. It seems reasonable to use bO as the lower cosnfdesce

limit whenever x,0 -nI for any monotone ordering function satisfy-

in Lhe conditionb cf Section 2.
k

We now &how that If g(;) - 11 (ai-SI). then (4-2) Is satis-
i-I

ficd and Theorem 4.1 applies. This result will extend a result

Ju4 to Wintearbotcto (1974). who established this fact for

t.rzicular special cases. Is addition. ve vill also stL, that

(4.2) holds for a number of other ordering functions used in the

k
'I .2. Let g(x) - w (ni-xi4ai). where 01, and

1-1

S A > a1+n* -1.2.....k-l. Thea (4.2) s satisfied.

L~ II
Proof. If

k

I- I j -J) -c

S and

(n I-kLa)nl-ix I In4t t  -.2
L-iZ "



Tl

then --r bave

+ ( 1-a)(0+&+1~) (ni-kI+a )( 1+-y 1+i+ai )

establishing

Yl-k Yi+l 1+2(aI +1.-k1 )
aI- k i  n (ilai)(i-ki)"

Thus (4.2) holds if

2i l i 1+ aI+LI- 1 3 ;
(n1+1+a 1+)(n k1) ,

this lost Inequality will be true whenever a I+' ! Is+,1

particular. this is valid when a 1-O. 1 - ..... k which is

Sudskovas ordecing function.

Theorem 4.3. If gx) 1 - sx/n. then (4.2) is satisfied.
i-i

Proof. If I - y/ C - I -
7
I41 themn I  ul+

1 "

y I-k I YI+1
i nl+1

or

yI-ki I Y1 +l

This type of ordering function has been employed by Pavlov

(1973). for example.

k 2
Theorem 4.4. Let g(I) a I x i+s (a I where s satisfies

1-0(z ) - a and #(x) is the standard mormal distribution function.
k

a 2  . '. k aSk end a, - ( L _ l/n)-. hcn g(M ) satisfies

(4.2) if and only if



(a -a )yj )s-& + e k-k(s 2a~7~k) (4.6)a :: yk +C
JJ

k-+ a j 1 j 1 j -6 (c1 4a j 24 a 2 j yjl h C (4.6)

jJ+IJlJk z J1

Lquating the left hand sides of (4.7) and (4.9). we obtain (4.6).

if k-2. (4.6) holds for all cases of Interest.

if (4.6) holds, then setting

i-a - (Xz) fzlGg-le-gd at

0

a straightforvard limiting argument shows that

max a MCY 1+1.1-0) ! < a sl(y,+I.I-U) . (4.9)

i

Tnis ordering function has been used by Johns (1976) and boi

(4.7) Is the value tabulated by Johns for k-2. The validity of

the lover bound does not depend on (4.6). In Table I beleo. the

lower and upper bounds given in (4.9) aze tabulated along with

Lna v4luuG given by Johns for U-.1. These refer to upper coafi-

4 n:e limtcs for the Poisson parameter combinations alIl I+8 2 2.

Note in particular that three of the values tabulated by

Johar (Indicat*4 by asterisks) violate (4.9). Specifically consider

5.24. in which case y. - 5 since Sd(2.5) - 4.78. Sg(5.O) - 4.72

and g (6.0) - 5.48. Using the Potsson approximation we obtain the

value 9.275 for the upper congidence limit to I for *-.1 ad thus

a1 AI+a 2 k2 - 5.56. Consequently the sup set exceed 5.56. An



alternative approach to the one suggested by Johns for k > 3 Is to

simply use lf(y1 +ll-a) for b.

Table 1

Comparison of Upper anu Lover Bounds
With Values Tabulated by 3ohno for a-.1

Lover Upper Johns'
1 1 2 Bound Bound Tabled Value

.9 7 2 4.79 5.50 5.17

.9 3 0 2.07 2.27 2.16

.75 6 3 6.00 6.65 6.23

.75 12 3 7.90 8.29 7.91

.67 3 3 5.36 5.61 5.33*

.67 15 2 8.71 9.24 8.81

.60 5 2 5.56 5.62 5.24o

.60 7 6 9.24 9.53 9.18*

5. N"merical Examples and Concluding Remarks

Examples 1 and 2 Illustrate the method we have described In

Lhis paper.

k
Example 1: Let U(i) - (nI-xi). a - .05. k - 5. i -

i-i
(20.30.40.25.60). - (2.6.10.8.15). Then the 95Z upper confi-

dence limit for the failure probability is contained In (.86..88).

Example 2: Let H(i) - 11(nI-x ). a - .05, k - 2. i - (10.10).

i - (3.2). Then the 952 upper confidence limit for the failure

probability Is contained in (.70. .73). The value given in Lipou

and Riley (1959) is .70.

Remarks. In this paper ye have shoved that the LIn-strou-Kadden

technique is conservative for ordering functions satisfying (4.2).
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Furthar. if yj is an Szccger. then the Lindscrom-Madde method io

e act. Ve have also relaaxd the conditions needed to giaterbectom

(1974) and provided an sltecnatva to the method of John (1976).

NS



Appendix

The auxiliary results employed in the proof of Theorem 4.1

are provided here.

Lemma Al: I y(n-x.x+l). O~y'l. Is a decreasing function of a and

an increasing function of z. I (op.nq+1). p+q - 1. O<p<1, is an

increasing function of q.

Proof: The proof is Immediate from the observation that the

beta distribution vith parameters a ond 0 ha monotone likelihood

ratio in a and -0 and that if a probability distri ution has

monotone likelihood ratid In 0. F(x) is s decreasing function

of 6 (Lehmann (1959). p. 68 end p. 74).

y -k + 7+e
Lemma A2: If -- - and a then

Iy(al-yy-k1+1) ! y(a1+1-yl+llyl+l~l) (A.1)

Proof: Revriting the left and right hand sides of (A.1) as

( -kI yi -

y + 1  a. a yi+l+ (A.2)- i+l'"x h+

Lemma Al applies and the conclusion follows.

Lemma A3: Let y y2 - y. Olyjfl. 1-1.2. Then

SYlY2(n-x.x+l) ! O b(n-k;yl.n)I (n-).I-k+1) . (A.3)

Il2k



Proof:

lx) ~ u k k u-+) 2Si

L-- 0 0

Fr+1) (YlY2 TI (1-Y)Lu~ t i- t
) k- k.*r(x-k+i) d

,hub (A.3) w.ill bold when.ee

U:12;1) tol~ --i-i >
r(nx), (X+l) f (-i)di

ro+l) rY1Y2 [](1-y,) t~x Cyt) i-k
r(n-x) f k-0 k: r(x-k+i) d

0
or

r(n+l) P'IY2 tn-i-l zI-C
r(n-i-)I(x+l) I ic

(XI +l ('r k (YIt )'-k )dt; 0 0A

-c~ - 1- - '-I and noigthatad

iUriting I- I-t1  ntn O4-t!YlY2'l c'Y1  a

(1-t)>l-yl. wen observe that (A.4) holds and the less* JS Proved.
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